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Abstract 

Broadcasting is  an  effective means for disseminat- 
ing information i n  wireless ad hoc networks. I n  this 
paper we propose a novel distributed broadcasting pro- 
tocol in wireless ad hoc networks, which is  based on 
an highly eficient metric for characterizing the im- 
portance of a node, with respect to its contribution in 
covering the local neighborhood. The protocol is reli- 
able and achieves small communication complexity with 
linear in the number of nodes computation complex- 
ity. Experimental results for a large variety of network 
topologies show that the proposed algorithm is capable 
of generating small connected dominating sets, which 
guarantee a relatively small number of rebroadcasts. 

1 Introduction 

An ad hoc wireless network is a wireless mobile net- 
work in which a set of mobile nodes with wireless con- 
nectivity form a temporary network without the ex- 
istence and support of any infrastructure, e.g., base 
stations, or centralized administration, e.g., switching 
centers. Communication in an ad hoc network between 
any two nodes that are out of one another's trans- 
mission range is achieved through intermediate nodes, 
which relay messages to set up a communication chan- 
nel between the two nodes. 

Broadcasting is an effective means for disseminating 
information in wireless ad hoc networks, and it forms 
the basis for implementing many functions, like route 
discovery. In a broadcasting task, a source node sends 
a message, which should be delivered to all the nodes 
in the network, if feasible. Following the mainsteam 
in literarture, we assume: a) a one-to-all broadcasting 
model, and b) that each communication link is bidirec- 
tional. 

Straightforward implementation of broadcasting is 
by the use of flooding, but it causes the so-called 
broadcast storm problem [6]. Various approaches have 
been proposed in relieving this problem: probability- 
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based methods, area-based methods and neighbor- 
knowledge-based methods are three large families. 
probabiCty-based and area-based methodcare able to 
reduce the size of the forward node set, but they can 
not guarantee full coverage of the ad hoc network, in 
contrast to the methods that are based on the knowl- 
edge of the neighborhood (neighbors identity) of a 
node. 

Neighbor-knowledge-based approaches are based on 
the concept of identifying a small (as possible) forward 
node set, which has the property that the nodes of 
this set form a connected dominating set (CDS) for the 
graph corresponding to the ad hoc network. Recall that 
a CDS of a graph is a set of nodes, such that any node 
of the graph either belongs to the CDS or is a neighbor 
of a node of the CDS. Discovery of the minimum CDS 
is in NP-complete. Neighbor-knowledge methods can 
be further categorized based on whether the forwarding 
status of a node is specified by a broadcasting neighbor 
of it 14, 21, or whether it is decided by the node itself [9, 
5, 7, 11. All aforementioned algorithms are localized, in 
the sense that they exploit only information available 
locally at each node. 

All broadcasting algorithms proposed so far, present 
some weaknesses. Some methods rely on node IDS in 
eliminating potential redundant broadcasting nodes or 
in defining priorities, e.g., [9, 2, 71. These approaches 
suffer from the fact that they can not detect all pos- 
sible eliminations because ordering based on node id 
prevents this. As a consequence they incur significantly 
excessive retransmissions. Other methods rely on a lot 
of "local" information, for instance knowledge of k-hop 
neighborhood (k > 2), e.g., [8, 101. Other methods are 
computationally expensive, incurring a cost of O(f 2, or 
O(f 3) ,  where f is the maximum degree of a node of the 
ad hoc network. Examples of this case are the meth- 
ods reported in [7, 11 and [5], respectively. Although 
this complexity cost does not seem prohibitive, it is 
quite high when moderate or high mobility turns the 
locally computed information (forwarding status) ob- 
solete. Finally, some methods (e.g., [4, 51) do not fully 
exploit the compiled information; for instance, the use 
of the degree of a node as its priority when deciding its 
possible inclusion in the dominating set might not re- 
sult in the best local decision. Here, we propose a novel 
broadcasting protocol for ad hoc networks, which: 
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is localized, thus distributed; i t  can exploit 1-hop, 
2-hop or  k-hop neighborhood information, present- 
ing different tradeoffs in ef iciency us. communica- 
t ion cost, but for the sake of readability we present 
it here assuming knowledge of the 2-hop neighbor- 
hood of  a node, 
introduces a new measure for capturing a node's 
significance in being included in the dominating 
set which has never been described before, 
computes a node's significance in time linear in 
the number of nodes and linear in the number of 
edges of the network neighborhood of the node, 
irrespectively of the degree of each node, 
computes forwarding decisions on-the-fly, thus (in 
combination with the above feature) is awvrovriate 
for moderate and high mobjlit networks. 

The rest of the paper 1s organize8 as follows: In Sec- 
tion 2 we describe-a novel metric for measuring nodes' 
significance. In Section 3 we present our proposed dis- 
tributed broadcasting protocol. In Section 4 evaluation 
through simulation the proposed protocol, and finally 
in Section 5 we conclude the paper. 

2 A new measure of node importance 
Before proceeding in the presentation of the main 

paper ideas, we will give some necessary definitions. 
A wireless ad hoc network is abstracted as a graph 
G(V, E) .  An edge e = (u, v), U , V  E E exists if and 
only if u is in the transmission range of v and vice 
versa. All links in the graph are bidirectional. The 
network is assumed to be in a connected state. The 
set of neighbors of a node v is represented by Ns(v), 
i.e., Nl(v) = {u : (v,u) E E). The set of two-hop 
nodes of node v, i.e., the nodes which are the neigh- 
bors of node v's neighbors except for the nodes that 
are the neighbors of node v, is represented by Nz(v), 
i.e., N2(v) = {W : (u,w) E E,  where w # v and w $ 
Nl and (v, u) E E). The combined set of one-hop and 
two-hop neighbors of v is denoted as Nlz(v). 
Definition 1 (Local network view w.r.t. node v) 
The local network view, denoted as LN,, of a graph 
G(V, E )  w.r.t. a node v E V is the induced subgraph of 
G associated with the set of vertices in Nl2 (v). 

We define a path from u E V to w E V as an alter- 
nating sequence of vertices and edges, beginning with 
u and ending with w, such that each edge connects 
its preceding with its succeeding vertex. The length 
of a path is the number of intervening edges. We de- 
note by dG(u,w) the distance between u and w, i.e., 
the minimum length of any path connecting u and w 
in G, where by definition d ~ ( v , v )  = 0, Vv E V and 
dG(u,w) = dG(w,u), V U , W  E V. Note that the dis- 
tance is not related to network link costs (e.g., latency), 
but it is a purely abstract metric measuring the number 
of hops. 

2.1 Measuring node significance 
We mentioned in the introduction that all methods 

to-date use the node id or the node's degree in priori- 
tizing the node for inclusion in the dominating set, e.g., 

[4,5,7]. Some methods first consider the node(s) which 
serves as the only neighbor of a node in NI2 (.) and then 
examine the node(s)with the maximum degree w.r.t. 
nodes not covered yet, whereas other methods simply 
consider the node(s) with the highest degree. None of 
these approaches is appropriate because: a) the former 
methods treat nodes in a heterogeneous way, and b) 
latter methods, even though they are aware of the 2- 
hop neighborhood, do not make full usage of the avail- 
able information. In the sequel, we will present a new 
definition of node's significance that avoids both draw- 
backs. 

Let a,, = a,, denote the number of shortest paths 
from u E V to w E V (by definition, a,, = 0 ). Let 
a,,(v) denote the number of shortest paths from u to 
w that some vertex v E V lies on. Then, we define the 
node importance index NZ(v) of a vertex v as: 
Definition 2 The  node importance index NZ(v) of a 
vertex v is  equal to: 

Large values for the N Z  index of a node v indicate 
that this node v can reach others on relatively short 
paths, or that the node v lies on considerable fractions 
of shortest paths connecting others. Let us see the N Z  
indexes for the nodes of the graph presented in Figure 5 
of [9]. The results are illustrated in our Figure 1. 

l(0) \1/ 17(1) 
IO(0) 

Figure 1. Calculation of h/Z for a sample graph. 
Each node is characterized by a pair of ID(NZ). 

We can easily observe the striking correspondence 
between the nodes with large N Z  value and those char- 
acterized as intergateway and gateway nodes, using the 
terminology of [5]. Thus, the MZ index calculated 
over the whole graph captures structural features of 
the graph better than the node degree does. Moreover, 
it induces a ranking of the nodes according to their con- 
tribution in covering the whole network. Actually, the 
N Z  value identifies what we would call the geodesic 
nodes of the network, i.e., nodes that act as articula- 
t ion points, or nodes with large degree relative to their 
neighbors. 

The N Z  index would be useful in designing broad- 
cast protocols in ad hoc networks only if it captures 
structural features of small graphs, e.g., of the 2-hop 
neighborhood of a node and only if it can be computed 
really fast. If these conditions hold, then it can be 
used in designing localized algorithms. Fortunately, 
they both hold. The reader can easily verify that, for 
any node v, the N Z  indexes of the nodes in N~z(v) cal- 
culated only for the subgraph LN, reveal the relative 
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importance of the nodes in covering the subgraph Nl2 
(from v's point of view). For instance, the N Z  index 
for the nodes belonging to LN8 (see Figure 1) are in- 
dicated in Table 1. For a node u, which belongs to 
the 2-hop neighborhood of a node v (or if u v), the 
N Z  index of u (calculated over LN,) will be denoted 

1 10 1 I 

0 1 1  14 1 65 1 1  
Table 1. NT index of the nodes belonging to LN8. 

At a first glance, the computation of the N Z  seems 
expensive, i.e., O(m*n2) operations in total for a 2-hop 
neighborhood, which consists of n nodes and m links. 
Fortunately, we can do better than this by making some 
smart observations. For the interest of space, we will 
not present the details here, but direct the readers to 
the work [3] (which computes an index analogous to 
N Z  for the edges of a graph), and to the Appendix A, 
where we present the pseudo-code of the algorithm Cal- 
culateNodeImportanceIndex for the calculation of the 
N Z  index of a node. The algorithm is capable of han- 
dling multiple shortest paths between two nodes. 
Theorem 1 The algorithm CalculateNodeImportan- 
ceIndex is  correct in the sense that, when i t  executes 
(on a whole network or a neighborhood), it correctly 
calculates the number of shortest paths passing through 
a node (of this network or the neighborhood). 
Theorem 2 The complexity of the algorithm Calcu- 
1ateNodeImportanceIndex is  O(n * m) for a graph with 
n vertices and m edges. 

3 The NIB Broadcasting algorithm 
In this section, we describe a localized broadcast- 

ing protocol, which exploits the N Z  index in creating 
the forward node set. We assume an ad hoc network in 
which the nodes periodically exchange with their neigh- 
bors "Hello" messages, which contain the list of their 
neighbors. Thus, each node is able to form a graph 
that corresponds to its 2-hop neighborhood. Also, each 
node, when it receives a packet, is able to figure out 
from which 1-hop neighbor this packet was sent. 

Our proposed broadcasting protocol is dynamic or 
source-dependent, i.e., the constructed forward node set 
depends on the location of the source and the progress 
of the broadcast process, avoiding thus the effect of the 
"hot-spots" . We will describe our scheme as a neighbor- 
designating one. The astute reader will understand 
that the NI  ranking derived by each node regarding 
its neighbors, combined with a backoff procedure, al- 
lows the node to decide by its own whether to rebroad- 
cast or not, but for simplicity we adopt the neighbor- 
designating procedure. We name the protocol as 
NZBB, from the initials of the words node importance- 
based broadcasting protocol or Geodesic protocol. 

We will state a couple of propositions without proof, 
which are essential for NZBB. 

Proposition 1 The N Z  index of a node v computed 
over its 2-hop neighborhood is  always larger than or 
equal to its N Z  index calculated over the 2-hop neigh- 
borhood of any other node u (u # v), where u is a 1-hop 
or 2-hop neighbor of v, i.e., NZ,(v) 1 NZu(v), u E 
N12(v] # u. 
Coro fary 1 If NZ,(v) = 0, then NZ,(v) = 0, Vu E 
N12(v) - 
Proposition 2 A node v is not needed to retrans- 
mit  a message in achieving full network coverage, i f  
NZ,(v) = O holds. 

Proposition 2 is reminiscent of Coverage Condition 
I (static) presented in [7], but it is completely indepen- 
dent on any node priority, defined in an ad hoc manner, 
like node IDS. 

We will describe the actions taken by a node v run- 
ning the NZBB protocol, which intends to broadcast 
a new message (i.e., v is the source of the message), or 
which has been designated to broadcast by one of its 
neighbors (i.e, v is a forwarding node). 

STEP 1. Assuming that node v has just gath- 
ered the collection of its neighbors and their neigh- 
bors by "Hello" messages, it executes Calculate- 
NodeImportanceIndex over its 2-hop neighborhood 
graph LN,. +-= 

STEP 2. Then, it runs a sorting algorithm to ob- 
tain a list of its neighbors, sorted in descending value 
of their NZ,(.) index. Note that the execution of 
any efficient sorting algorithm, e.g., quicksort, does not 
harm the computation complexity of the broadcast- 
ing scheme, since the sorting complexity is O(n logn), 
where n is the cardinality of the set Nl(v). + 

STEP 3. Indicate which neighbors are covered by 
the retransmission of v itself. w 

If node v does not have links to all the other nodes 
of the ad hoc network, then there exists at least on 
node u, such that u E N I ~ ( v ) ,  but u q! Nl(v). There- 
fore, broadcast by v does not cover its 2-hop neighbor- 
hood. If v is the message source, it executes STEP 4a, 
whereas if v was designated to broadcast, it executes 
STEP 4b. 

STEP 4a. While its 2-hop heighborhood is not 
covered, examine one-by-one the members of the list 
obtained in STEP 2. If the currently examined 1-hop 
neighbor u covers at  least one (not covered yet) 2-hop 
neighbor, then designate the 1-hop neighbor as a for- 
warding node. Keep examining the next 1-hop neigh- 
bor of the list, till the neighborhood is covered. t. 

STEP 4b. If there are any 1-hop neighbors which 
have already broadcast the message, then find which 
part of the 2-hop neighborhood is not covered yet. 
While this part of the 2-hop heighborhood is not cov- 
ered, examine one-by-one the members of the list ob- 
tained in STEP 2 (skipping any nodes that have al- 
ready broadcast). If the currently examined l-hop 
neighbor u covers at least one (not covered yet) 2-hop 
neighbor, then designate the 1-hop neighbor as a for- 
warding node. Keep examining the next 1-hop neigh- 
bor of the list, till the neighborhood is covered. t. 

STEP 5. Retransmit the message, augmented by 
the list of neighbors designated as forwarding nodes.+ 
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Theorem 3 T h e  NZBB algorithm i s  reliable, in t h e  
sense that  the  broadcasting packet can be disseminated 
t o  every node in the network (if it i s  connected). 

4 Performance Evaluation 

In general, for the performance evaluation of a 
broadcasting algorithm, we can adopt either a "traffic- 
dependent" or a "traffic-independent" approach. The 
former assumes a realistic MAC layer with contention 
and/or collision, whereas the latter assumes an ideal 
MAC layer. The former approach focuses on the 
"graph-theoretic" aspects of the algorithm, i.e., in its 
ability to determine small connected dominating sets. 

Due to space restrictions, we employ the former ap- 
proach and present a detailed performance evaluation 
of our algorithm by developing a custom simulator, 
along the lines followed also by [9, 71. We are primarily 
interested in measuring the size of the connected dom- 
inating set obtained, which directly reflects the Saved 
Rebroadcasts ( S R B )  metric used in many evaluations. 

The input to the simulator is a graph representing 
the topology of the ad hoc network. We depart from 
the methodology followed for instance in [5, 71, which 
randomly places nodes in the plane and then creates 
connections between them whenever two nodes1 dis- 
tance is less than a transmission radius r ,  because it i s  
n o t  realistic, since MANETs' graphs are usually clus- 
tered. We develop such clustered graphs. 

The parameters of the network topology generator 
are: a) gn: the number of nodes of the ad hoc network 
(default value: loo), b) gc: the number of clusters ex- 
isting in the graph (default value: 7), c) gs:  a float 
number which controls the relative size (in terms of 
number of nodes) of the clusters (default value: 0.10), 
d) gd: a float number depicting the fraction of graph 
edges relative to the edges of a complete graph with 
gn nodes. gd is used to control the average degree of 
a node (default value for average degree is equal to 7), 
e) ga E 10.5.. .0.99]: a float number depicting the frac- 
tion of edges which exist inside the clusters, relative to 
the total number of edges present in the graph (default 
value: 70%); we refer to this variable as the assortativ- 
ity of the network. 

4.1 Evaluation 
As competing methods, we implemented two base- 

line schemes with provably moderate performance 
which are reported in [9], namely the basic scheme 
without the two rules (Rule 1 and Rule 2) indicated as 
WL and a scheme incorporating these rules indicated 
as WL-1+2. We also implemented the Multipoint Re- 
laying method denoted as M P R  [4] and a high perfor- 
mance broadcasting algorithm [5], which was selected 
as a Fast Breaking Paper for October 2003, denoted 
as SSZ. All these algorithms are reliable. Due to space 
limitations, in the sequel we present a very small rep- 
resentative selection of the results obtained. 

Impact of the number of nodes. The first exper- 
iment evaluated the impact of the number of nodes of 
the ad hoc network (varying parameter gn) on the size 

of the CDS generated. The results are depicted in Fig- 
ure 2. We can easily figure out the linear dependence of 
the CDS size on the network size and the efficiency of 
the n/zaB protocol, which always performs from 4% to 
10% better than the second best performing algorithm 
no matter what the scale of the network is (in terms of 
number of n : ;  M-cm7rom6m 

" * 

,T ,,,I- 
Im m ,so 17s zm 300 ud xa em 

"MMdrod* Nn*drod*  

Figure 2. Impact of the nodes' number on retrans- 
missions. 

Impact of the average node degree. The second 
experiment evaluated the impact of the average node 
degree (varying parameter gd) on the size of the gener- 
ated CDS. The results are depicted in Figure 3. Again, 
N I B B  is the best performing algorithm, with gains up 
to 10% relative to the second best performing method 
in some cases. An interesting result obtained from this 
experiment is that the size of the CDS generated by 
S S Z  is not always decreasing with increasing node de- 
gree, as it is implied by the results reported in [5]. The 
existence and number of clusters have direct impact on 
the performance of the algorithms. This observation 
is another important contribution of our work. We 
observe that (ignoring some statistical variation) the 
trend of S S Z  to produce smaller CDS is apparent only 
in the case where the number of clusters is large com- 
pared to the number of nodes. In these cases, (depend- 
ing on the assortativity of the network graph as well) 
a lot of links exist inside the clusters, thus the pruning 
rules (Rule 1 and Rule 2) and the large deeree of the " 
cluste; nod-9 the method efficie&,,,,,,, 

z *..-.E 

75 

.ti ,-Q\ : ,., 
2 , ,., #.:--.-3::.m 5%:;: 

w 
5 x-,; /'" 

so b . . W  

454 5 B 1 8 0 10 11 
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Figure 3. Impact of the average node degree on the 
number of retransmissions for 6 clusters (left) and 11 
clusters (right). 

Impact of the number of clusters. The third 
experiment evaluated the impact of the number of clus- 
ters (varying parameter gc) on the size of the CDS gen- 
erated. The results are depicted in left part of Figure 4. 
The general trend is that the larger the number of clus- 
ters is (compared to  the number of network nodes) the 
smaller the generated CDS is. This trend is followed by 
all methods (except from m B B )  and it is explained by 
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the fact that a large number of cluster implies smaller 
clusters with more dense linkage between the nodes of 
the clusters (since the density and the assortativity is 
the same). Therefore, it happens quite often that a sin- 
gle rebroadcast of a node of the cluster covers almost 
all the cluster nodes. NZBB is the most efficient algo- 
rithm and it is not affected significantly by the number 
of clusters, since it makes cleverer local decisions. 

Impact of the strength of clusters. The 
fourth-experiment evaluated t h e  impact of the clusters' 
"strength" (ratio of intra-cluster links to  total network 
links) on the size of the CDS generated (by varying 
the parameter ga). The results are depicted in the 
right part of Figure 4. J~%%B exhibits an immunity on 
this parameter, which is a desirable feature for a broad- 
casting algorithm, since (ideally) we are interested in 
making locally optimal decisions, irrespectively of the 
existence or not (and number) of clusters. For the de- 
generate case where ga = 0.90, NZBB as well as SSZ 
and MPR take advantage of the well-clustered network 
in creating a very small forward-node set. 

Figure 4. (Left) Impact of the clusters' number on 
retransmissions. (Right) Impact of the "strength" of 
clusters on retransmissions. 

5 Conclusions and Future Work 
We introduced a new reliable distributed broadcast- 

ing scheme in wireless ad hoc networks, the N I B B  
protocol. The proposed protocol is based on a novel 
localized metric for measuring the value of a node in 
"covering" the neighborhood with its rebroadcast. The 
calculation of this metric is linear in the number of 
nodes and linear in the number of radio links, thus 
appropriate for moderately/highly changing network 
topologies. This metric is itself of independent im- 
portance, and it can be used for wireless (ad hoc or 
sensor) network clustering and topology control. We 
described the broadcasting protocol as a neighbor des- 
ignating method, although a self-pruning version of it is 
also possible. With a custom simulator, we tested the 
protocol's performance and the results obtained attest 
that the proposed protocol is very efficient and is able 
to reap significance performance gains in terms of saved 
rebroadcasts. 
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Algorithm CalculateNodeImportanceIndex(graph G(N, L)) 
I /  N: set of graph nodes, L :  set of links between these nodes 

/ /  Output. Array NZ[.]: NI index value for each node of N 

begin 
Nz[t] = 0, Vt E N; 
foreach( n E N ) do { 

S: an empty stack; 
P[-1: array of empty lists (one list V node w E N); 
a[.]: anarray,whersu[t]=O,Vt'tN; u[n]=l; 
d[.]: an array, where d[t] = -1,Vt E N; d[n]=O; 
Q: an empty queue; 
Q.enqueue(n); 
while( Q.isNotEmpty() ){ 

u = Q.dequeue(); 
S.pus h(u) ; 
foreach I-hop neighbor w of u do  

/ /  w found for the first time? 

if( d[w] < 0 ) then 
Q.enqueue(w); 
d[w] = d[u] + 1; 

//shortest path to w via u? 

if( d[w] == (d[u] t- 1) ) then 
u[w] = u[w] + u[u]; 
P[w] .append(v) ; 

1 &[I: an array, where b[t] = 0,Vt E N; 
/ /  S returns nodes in order of non-increasing hop distance from n 

while( S.isNotEmpty() ) d o  
w = S.pop(); 
foreach( v E P[w] ) do 

6[u] = 6[u] + # * (1 + b[w]); 
if( w # s ) 

Nz[w] = n/Z[w] + S[w]; 
1 
J 

return NZ; 
end 
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